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Abstract: Information needs like searching scientific literature that involve high recall
rates are difficult to satisfy with ad hoc keyword search. We propose to state queries
implicitly by the specification of a set of query documents. The result of such a query
is a set of answer documents that are ranked within the answer set. We describe effi-
cient techniques to process such queries. Preliminary experiments using data from the
TREC Genomics track 2005 are reported.

1 Introduction

Searching literature in life sciences for relevant publications is a difficult task. The di-
versity of the scientific vocabulary and ambiguous naming conventions for entities make
boolean keyword search less effective in retrieving all papers relevant to a given informa-
tion need. Controlled vocabularies like MESH-terms and meta-information mitigate the
problem. However, constructing a boolean query to retrieve for example all randomized
clinical trials on a particular subject that are present in Medline still requires a lot of manual
tuning by search experts. Thus, potential knowledge hidden in publication databases will
be difficult to access for life science researchers in case search experts for the particular
problem at hand are not available.

A typical situation in searching scientific literature is that some papers on a particular
subject are easy to find. Those papers may serve as starting point for further searching.
However, it is difficult to find all relevant publications on the subject. One strategy is to
use the known relevant papers and search for similar papers for each of them, maybe by
using the PubMed’s related article feature [LW07]. It precalculates the probability that a
user wants to see a document given interest in another through a probabilistic topic model
based on Poisson distributions over term frequencies. This strategy is used by [LA98]
where they use the related article feature to update a bibliography. But it still requires
much manual effort – they run their algorithm several iterations and in every round the
bibliography gets updated by user-selected relevant articles.

Searching a document collection based on a given set of relevant papers had been for-
mulated as a two-class document classification problem[SA05, FBSS+09, GvdL05]. The
papers that are found in the beginning are used as examples to train a classifier. Random
documents from the document collection pose as background class. The trained classi-
fier is then applied to all documents in the collection to distinguish relevant documents



from the background, thus, it is a computationally expensive operation. Such a classifier
may be a set of discriminating words, derived by comparing probability distributions of
training set and background collection. The problem is that many training documents (sev-
eral thousands) and a well defined background are required. Thus, this technique is best
applicable to large document classes and can for example be used to support document
annotation with MESH-terms.

We propose a new search technique that does not require manual query construction and
it needs a relatively small set of query documents (5 to 50). In addition, it works on top of
standard information retrieval technology thus query processing is very efficient. Our new
approach requires the user to specify the search query as a few query documents relevant
to the information need at hand. Literally spoken, such type of query could be interpreted
as the task: Read the given documents, find the subset of the document collection con-
taining all related documents and rank them by relevance. Stating a query for a complex
information need by picking a few example documents is convenient and relieves the user
of difficult tasks like iteratively constructing lengthy boolean keyword queries. Instead,
the information need is given implicitly by the combination of selected query documents.
The result of the search is not only a ranking of all documents in the collection like in stan-
dard information retrieval systems but our method also decides how to limit the answer to
a reasonable subset of documents. Thus, it delivers a ranked subset of documents as an
answer. We call this problem Ranked Set Search (RSS).

Our contributions are that we first propose a formal definition of the new RSS problem.
Second, we develop efficient techniques to compute a solution. Finally, we report pre-
liminary experiments on real data from the TREC Genomics evaluation track 2005 that
demonstrate superior effectiveness of our approach over several baselines. In the remain-
der of the paper, first, we develop the formal problem definition as well as efficient search
techniques in Section 2. In Section 3, we present preliminary experiments and discuss the
result.

2 Ranked Document Set Retrieval

In the sequel, we describe the new framework of ranked set search. The given data consists
of a collection of documents D = {d1, . . . , dN}. A query is a set of query documents
Dq = {q1, . . . , qR} that may or may not be part of the document collection D. The output
is a set of documents Da ⊂ D that is a subset of the document collection. The individual
documents in Da are ordered according to a distance function, called document distance
distdoc, that determines the ranking of the documents within the answer set. The document
distance function defines a distance between a document d ∈ D and the query Dq . Thus,
the document distance also induces a ranking of documents over the entire collection D.

The answer set Da is usually a relatively small subset of D. The answer set is chosen
among the possible subsets of D such that a second distance function, called set distance
distset, becomes minimal. In order to avoid to search among all possible subsets of D,
which might be very time consuming in case of general set distances, we restrict the search
for an answer set with minimal set distance to the top-k documents of the ranking induced
by document distance. The definition of ranked set search summarizes our concept.

Definition 1 Given a collection D = {d1, . . . , dN} and a set of query documents Dq =



{q1, . . . , qR}, Ranked Set Search (RSS) determines an answer set Da ⊂ D such that

distset(Dq, Da) = min
1≤k≤kmax

{
distset

(
Dq, topk(D,Dq, distdoc)

)}
with distset(·, ·) is a distance function between sets of documents, distdoc(d,Dq) is a dis-
tance function between a document d ∈ D and the set of query documents and topk(D,Dq,
distdoc) delivers the subset of the top-k documents of D with respect to the ranking in-
duced by distdoc(d,Dq).

Ranked set search does not require the specification of a parameter like k that limit a rank-
ing to the subset of the top-k documents. Instead, the size of the answer set is controlled
by the set distance function. How to choose a meaningful set distance? Computing set
distance as the minimum, maximum or the average of the document distances of the top-k
documents is not a promising way. The set distance would be either constant (minimum)
or monotonically increasing with k (maximum, average). Thus, the minimization of such
set distances would not yield interesting solutions.

A class of set distance functions, which does not lead to trivial solutions, is to compare the
word probability distributions of the query set Dq and the top-k subsets of the ranking of
D. A word probability distribution in the simplest form is a multinomial distribution over
the vocabulary W , which assigns a probability to every word w ∈W and the probabilities
of all words sum up to one.

Kullback-Leibler-Divergence between two probability distributions x and y over the vo-
cabulary is a measure with sound information-theoretic basis:

KL(x||y) = −
∑
w∈W

x(w) ln y(w)− x(w) lnx(w)

KL-divergence has a nice information-theoretic interpretation. It measures the additional
average amount of bits required to code a document following a word distribution x with a
coding scheme designed for documents following a distribution y instead of x. We denote
the word probability distribution of the query document set Dq by Pq and the distribution
of the answer set Da by Pa. KL-divergence is zero, when both distributions are identical,
otherwise it is larger zero. All word distributions are estimated as multinomial distribu-
tions. To compensate for the word burstiness phenomenon1, we use idf-transformation of
the multinomials [MKE05].

However, KL-divergence is not symmetric, i.e. KL(Pq||Pa) 6= KL(Pa||Pq). What ver-
sion should be used? To understand the impacts of both versions, we look at the active
vocabularies Wq and Wa that belong to Dq and Da respectively. KL(Pq||Pa) is small
when all words of Wq are also included in Wa. Words of Wq that are missing in Wa create
large overhead, because they are considered very infrequent according to distribution Pa.
Vice versa, words that are in Wa but not in Wq do not increase KL(Pq||Pa) by much.
Thus, minimizing KL(Pq||Pa) favors answer sets that obey Wq ⊆ Wa. The opposite
version KL(Pa||Pq) does not care much about words of Wq that are missing in Wa. It is
much more sensitive to new words that do not appear in Wq but in Wa and tries to avoid
such new words. Thus, minimizing KL(Pa||Pq) favors answer sets that obey Wq ⊇Wa.

1Burstiness says that a word that occurs once in a document has higher probability to appear again [Kat96].



method greedy TF-IDF KL 1 KL 2 KL 3 KL 4
MAP 0.92 0.45 0.39 0.56 0.58 0.59

R-Precision 0.81 0.44 0.49 0.59 0.60 0.60
size 77 24735 24 96 269 678

Table 1: Mean Average Precision (MAP), R-Precision and size of result-set for different methods
using 100 samples in all experiments.

We make use of both versions. First, we minimize the set distance KL(Pq||Pa). Thus,
Wa contains as many as possible words of Wq and a few additional related words. We use
the answer set as pseudo relevance feedback and expand the query with it Dq′ = Dq ∪Da

to generalize the vocabulary of the original query Dq . In a second step, we minimize the
opposite version, the set distance KL(Pa||Pq′) with respect to the expanded query Dq′ .
Using the answer set of the second step as well as pseudo relevance feedback, whole two-
step procedure can be repeated. In our experiments, we compare KL-based RSS methods
that run the two steps one and two rounds respectively.

Finally, we discuss the document-distance that compares a single document with the whole
set of query documents. A document d ∈ D is close to the query set Dq , when d con-
tains most of the words in Wq . Therefore, we use the first version of the KL-divergence
KL(Pq||Pd) as document distance that defines the ranking. Pd is the word distribution
of the single document d. Because, standard information retrieval systems do not support
that kind of distance by an index structure, we use sampling and standard TF-IDF rankings
to approximate the KL-based ranking. For the approximation, we draw several samples
from the word distribution Pq . Each sample consists of a set of randomly drawn words
and is used as keyword query that is submitted to a standard retrieval system. The system
delivers a TF-IDF ranking of documents for each keyword sample. The final KL-based
ranking is computed by merging the TF-IDF rankings with respect to the document dis-
tance KL(Pq||Pd). An example is given at the end of Section 3. Notice that the document
distance changes after pseudo relevance because Dq does change. In our preliminary ex-
periments, we did not recompute the keyword samples and the TF-IDF rankings but just
continued the merging with the changed document distance.

3 Experiments

We evaluate KL-based RSS on the TREC Genomics collection (ad hoc retrieval task
2004+2005) [HCY+05]. That is a 10-year subset of Medline (1994-2003) with about
4.5 million documents. In preliminary experiments we used a single topic (ID 131) out
of 50 topics, from TREC Genomics 2005 ad hoc retrieval task. It contains 42 documents,
which are judged relevant by human evaluators. For each document, abstract and title were
preprocessed using Apache Lucene (http://lucene.apache.org). In the prepro-
cessing, we used stemming and filtered stopwords as well as infrequent words.

We evaluate our method against a baseline search method that uses TF-IDF rankings. The
method merges the TF-IDF rankings of the sampled keyword queries using the TF-IDF
score of the retrieved documents. For efficiency reasons we restricted the TF-IDF ranking
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Figure 1: Keyword cloud for our example run.

of each query to 1000 documents. When a document occurs in more than one TF-IDF
ranking, the highest score is used. The result is a single ranking of all documents from the
TF-IDF rankings.

We also developed an algorithm to compute an upper bound of the search performance
to check the open potential of our method. This algorithm needs to know the relevant
documents of a RSS query beforehand, thus, it can be run only on the evaluation data
set. The problem is to cover all relevant documents in the TF-IDF rankings of the sample
keyword queries by prefixes of minimal lengths. We map that problem to the set cover
problem, a standard NP-complete problem, and compute an approximate solution by an
greedy algorithm.

In each test run, we randomly selected 10 documents as query set from our test topic 131
and took the remaining 32 documents as relevant documents. Performance is measured by
Mean Average Precision (MAP) and R-Precision, which are standard IR performance mea-
sures and produce consistent results [BV00]. MAP averages the precisions at each relevant
document in the result set and takes the mean of the average precisions over all queries.
R-Precision takes the precision at position R = number of relevant documents (32 in
our case) that is the first position where recall 1 is possible. All results are averages over
50 repetitions.

Table 1 shows results of the baselines and two KL-based RSS-algorithms. The KL-based
RSS-algorithm that minimize the two versions of KL-Divergence one time (KL 1) has
comparable R-Precision as the baseline (TF-IDF) but small MAP. The KL-based RSS-
algorithm that repeat the minimization two times (KL 2), however, achieves a significant
improvement over the baseline in both R-Precision as well as MAP. Additional repetitions
(KL 3, KL 4) only marginally improve MAP and R-Precision. On the other hand, the
result of the upper bound (optimal) shows that there is still room for improvement based
on new techniques.

The task of topic 131 is to find documents about genes ”L1 and L2 in the HPV11 virus”
and the ”role of L2 in the viral capsid”. HPV is an abbreviation for human papillomavirus
and L1 and L2 are the names of two proteins of the viral capsid and their respective genes.
Our method to specify queries by documents instead of keywords also helps to automati-
cally identify selective keywords. The keyword cloud (Figure 1) illustrates the frequency
of keywords in the keyword query samples that contribute to the final result. Words with
bigger font size are found more often in those samples and could be relevant for the topic.
For example papillomavirus is part of the acronym HPV11. HPV6 and HPV16 are dif-
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Figure 2: Top-5 documents of the TF-IDF rankings of the keyword query samples are shown that
contribute to the final results of KL and TF-IDF. Documents are identified by letters.

ferent types of HPV, as well as HPV11. The two proteins L1 and L2 are expressed in the
infected cell, in which new viruses are assembled.

Figure 2 illustrates the merging of the TF-IDF rankings for the first 10 documents of
the final results of KL-based RSS and the baseline TF-IDF on a real example. Different
rankings contribute to the results of KL-based RSS and TF-IDF. KL-based RSS has only a
single non-relevant document among the top 10, while TF-IDF selected four non-relevant
documents.

We conclude that stating a query implicitly by a set of query documents helps to take
variations of terms as well as related terms into account. Our preliminary experiments
show that RSS is a promising approach to searching life science literature.
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