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Abstract

We define 2 operators on relations over natural numbers such that
they generalize the operators '+’ and *’ and show that the membership
and emptiness problem of relations constructed from finite relations with
these operators and U is decidable. This generalizes Presburger arithmetics
and allows to decide the reachability problem for those Petri nets where
inhibitor arcs occur only in some restricted way. Especially the reachability
problem is decidable for Petri nets with only one inhibitor arc, which solves
an open problem in [KLM89] . Furthermore we describe the corresponding
automaton having a decidable emptiness problem.

1 Introduction

The decidability of the reachability problem in Petri nets without inhibitor arcs
is proved in [May84] and later in [Kos84] and [Lam92]. On the other hand, the
reachability problem is undecidable for Petri nets with two inhibitor arcs which
follows from [Min71]. An open problem in [KLM89] was the reachability problem
for Petri nets with one inhibitor arc.

An important method is the use of semilinear sets which are defined using the
operators +, *, U over finite sets of vectors (multisets). Semilinear sets are the so-
lutions of Presburger formula, where Presburger arithmetic is the first order logic
over the natural numbers and the addition. Presburger arithmetic is decidable
and semilinear sets are closed under N and complement [GS65],[ES69].

But a reachability relation for a Petri net is in general not semilinear. For that
reason the basic idea of this paper is to replace + and * by suitable operations
0¢ and *Q which are able to express a reachability relation as the sequence of
relations (like the transitive closure used in [Imm87] to characterize NL with first
order logic or more generally in [Avr03]).
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But the transitive closure over first order logic over natural numbers with the
addition immediately becomes undecidable. For that reason the important prin-
ciple of monotonicity in the reachability relation of Petri nets is combined with
the idea of the transitive closure. That means the operator *Q is a monotone
transitive closure (see Corollary 3.2). We consider the following three steps:

1. One application of *Q already allows us to express the reachability problem
in a Petri net without inhibitor arcs (Corollary 2.1).

2. A second application of *Q (containing the first one in a nested way) allows
us to express the reachability problem in a Petri net with one inhibitor arc
(Lemma 2.3).

3. Arbitrary nested applications of *Q allow us to express the reachability
problem in a Petri net for which there exists an ordering of the places such
that a place has an inhibitor arc to all those transitions which have an
inhibitor arc from a preceding place (Theorem 6.1).

In Section 3 we use expressions consisting of the operators U, 0g and *Q on sets
of multisets in a special form (Lemmata 3.1 and 3.4 show that we can bring every
such expression in this form), which models the idea of a nested Petri net: The
firing behavior of a complex (nested) transition is linked to firing sequences in
inner Petri nets by a semilinear relation (unlike in the structured nets in [CK86]).
The connection between these inner Petri nets corresponds to the chain of vector
addition systems used in [Kos84] and it is described by the same semilinear rela-
tion. The main difference to the structure of the proofs in [Kos84] and [Lam92]
is that states are not anymore necessary since their function is instead fulfilled
(Section 4.4) by the nestedness of expressions (like regular expression replace a
finite automaton).

Furthermore we define a condition (normal form 7 corresponding to the prop-
erty © in [Kos84]), which allows to check the emptiness of the expressed set of
multisets, we define a size of the expressions leading to a Noetherian order and
construct an algorithm in Section 4 which finds an equivalent expression fulfill-
ing condition 7. Each step of the algorithm constructs an equivalent expression
which is smaller with respect to the defined size. Some kind of pumping prop-
erty (Lemma 4.1) which ensures the existence of arbitrary high firing sequences
if condition 7 is fulfilled is proved in Section 5.

The most general result (see Step 3 above) is described in Section 6 This allows
to decide the expressed reachability problem. Sections 7 and 8 describe the
conclusions for emptiness problems for automata.

An overview over the dependencies in this chapter is given in Figure 1. The end
of the appendix contains a repetition of all definitions. The contents of this paper
mainly corresponds to Chapter 5 in the habilitation-thesis [Rei05].
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1.1 Multisets

For the sake of a flexible description, we use multi-sets instead of vectors. A
multi-set over B is a function in NZ.
We might write a multiset f € NP as a set {b — f(b) | b € B}, as a table

£(b1)

by by bn £(b2)
F01)7 f(ba)? 70 f(ba) | OF @S an n-ary vector . |- For the latter, we have to

£(bn)

assume an ordering on B = {by,bs,...,b,} (without relevance to the contents),
and in the first two descriptions, we only need to write those b’s with f(b) > 0.
Although we do not a priori limit the size of B, we only use multisets for a finite
B in this paper. For multisets, we use the variables ¢,d,e,f,g,h,m,n,r,s,x,y,
and for sets of multisets, we use the capitals E, L, M, N, R and Id (the latter will
denote the identity for the operator o to be defined).

For A C B, we regard functions in N4 C N as extended to zero for undefined
values. This allows us to add any two multisets f € N4 and g € N® and obtain a
multiset in (f + g) € NYB with (f + g)(z) = f(z) + g(z) in the same way as we
would add the corresponding vectors assuming an ordering on AUB. The neutral
element for addition is () with @(x) = 0 for all . It holds N4 N NP = N4N5,
The restriction f4 of a multi-set f € N? to A is

fl4(b):=£(b)ifbe Aelsef|s (b):=0.

This means f|4:= {b+ £(b) | b € A}. The complement operator is f|5:= {b+—
f(b) |b¢g A}, thus f =f|4 +f|5.
For a finite set M = {m;, ..., m;} C N4 of multi-sets,

M* = {a1m1 + ...+ akmsz <ka;€ N}
is the set of all linear combinations generated by M. More generally, by M? :=
{0} and M := M’ + M, we can define M* := | J, M".
1.1.1 New operator on multisets

For an unambiguous® and injective binary relation @), we define the operator og
on two sets of Multisets M and N as

NogM = {mm tml—g (n € N,m € M,¥(a,b) € Q n(a) = m(b)} .
This means if n and m “match” according to (), then the values for an a €

m(Q) = {a|(a,b) € @} in n and the values for a b € m(Q) = {b|(a,b) € Q} in

m are “used up against each other” and the rest is added. For example,

) (e CG)- ) CNAE) ) )]

LA binary @ is unambiguous if Q71 is injective.
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or

() () ) G- 101

The latter example shows that the dimension is necessarily reduced (b3 is used

up on both sides) if m(Q) N m(Q) is not empty. We will later need 04 :=

O{(a,a)lacA} tO get NOAM {n|74+ml|z [ne Nym e M,Va € An(a) =m(a)}.

For example Oy, py)} = Ofps}-

If 7 (Q) and m2(Q) are disjoint, we define Idg := {{a — 1,b+— 1} | (a,b) € Q}*

which is the neutral element for og. Obviously, it holds NoyM = N + M which

makes + with the neutral element Idy = {0} a special case of the o operator.

Furthermore, for ¢ with m1(Q) and m(Q) disjoint, we define *22(1\/[) = Idyg,
i+1 i .

X, (M) = K, (M)og(M+1dg) and Ko (M) := [, K,(M). Again, (M) =

M* is a special case.

It is easy to see that *Q(M) is the closure of M UIdg under o and the addition

If f,g € X, (M) then there are i,j € N with f € X, (M) and g € X, (M) thus

i J i+j

{floa{g} C * o(M)ogd (M) =K, (M) C *o(M).

Let £ = f + {a — g(b),b — g(b) | (a,b) € Q} € f +1dg and g’ = g+ {a —

f()bn—>f()|(ab)€Q}€g+IdQ Then f +g = ' |5 +8 L€

{f'}op{g'} C X, o(M)o >kQ(l\/I) = *g]( ) C XK o(M) accordlng to the defi-

nition of 0. Clearly Xo(M) = X, (M) + Id,,.

For example, for ¢+ > 0 we have

#umn ({(1)]) ={ (3577 =} e
*ia ({(3)}) =i <{§ e ()

2+
(by “matching” with k& = 37 4+ j) and

= 9+3i+7
2 ' 2+

*{(bth)} ({(5)}) = { (?7), (2+3i+§'> z',jz()}
1 0 i

1+1
Remark: Adding Idg is a crucial point: It corresponds to the monotonicity in
Petri nets. Without this, deciding emptiness for the expressions would become
undecidable.

= ot N = Ot

kzo}

>0




1.1.2 Properties of the new operators

Obviously, it holds NogM = Mog,-1N. Furthermore, we can express the inter-
section of N, M C N4 by NogLog:M = N NM with Q' := {(a,d') | a € A},
Q" ={(d";a)|]ae Ay and L :={{a—1,d — 1,a" — 1} | a € A}".

Note here that, in general, Nog/Log M can only be written without brackets
because m(Q") U ({a | If € M, f(a) > 0} \ m(Q")) and m(Q') U ({a | If €
N,f(a) > 0} \ m(Q’)) are disjoint. If, additionally, m(Q") and {a | 3f €
N, f(a) > 0} are disjoint and {a | 3f € M, f(a) > 0} and 7 (Q’)) are disjoint,
then Nog/LogrM = Loy -1,00(M + N).

1.1.3 Semilinearity

The class of semilinear sets is the smallest class of sets of multisets containing all
finite sets of multisets and being closed under U, + and *. The semilinear sets
are also closed under N, as shown in [GS65] and [ES69]. As a normal form to
express semilinear sets, we will use the union of linear sets of the form ¢+ I'* for
a constant ¢ € N* and periods I' € N4, (To improve efficiency of the algorithm
described in this paper, we might demand that the union is disjoint; but efficiency
is not an issue.)

The operator O¢ preserves semilinearity: Assume N and M are semilinear sets
over A, then

N':= {f|3feN Vaem(
Va & m(

M= {f'|3IFfeM Vaem(
Va ¢ o

Epg = {{d =1LV =1} {c—1
= {f|V(a,b) € Q f(a) = £(

Q) f'(a’) =f(a) ANf'(a) =0 and
Q) f'(a) = f(a)},

Q) f'(a') =f(a) Nf'(a) =0 and
Q) f'(a) = f(a)} and

1 (a,b) €Q,ce Ay

b))}

are as well semilinear sets over the set A U m(Q) U (Q)" which is extended by
new elements. Thus, NogM = (N’ + M) N Ej,) |Gy gy is semilinear.

Since the closure under N is effective, this will allow a decision algorithm to
!
continue with the representation |J L; by linear sets L;.
j=1
On the other hand, *Q does not preserve semilinearity as the following example

1 0\* a
shows: Let M := (0) + ( 1 ) , then *{(b3,b2)}(M) = { ( b)
0 2 c

is not semilinear.

c< 62“} which



2 The reachability relation for Petri nets

2.1 The reachability relation for Petri nets without in-
hibitor arcs

We describe a Petri net as the triple N = (P,T,W) with the places P, the
transitions 7" and the weight function W € NP>*TUTXF A transition ¢t € T can
fire from a marking m € N¥ to a marking m’ € N”, denoted by m[t)m’, if

m—W(.,t)=m’'—W(t,.) e N

A firing sequence w = ty...t,, € T* can fire from my to m,,, denoted by my[w)m,,,
if my,..m,_; exist with my[t;)m;[ts)...[t,)m,. The reachability problem is to
decide for a given net N with start- and end markings my, m, € N”_ if there is
aw € T* with mg[w)m,.

Let Pt :={p* | p € P} and P~ := {p~ | p € P} be copies of the places. For
any multiset, m we define the corresponding copies m~ := {p~ — m(p) | p € P}
and m* := {p* — m(p) | p € P}. Then, we can define the reachability relation
for a transition ¢ as

R(t) :={m +m'" | m[t)m'}
—{r e N Vp € Pr(p) = Wipt) = x(p") ~ W(t,p) € N}

and the reachability relation for a set of transitions 7" as R(T") := |J R(¥).
teT
The important property of monotonicity means that whenever mfw)m’, then

also (m + n)[w)(m’ + n) for any n € N, This corresponds to adding Idp :=
Idy with P := {(p*,p7) | p € P} and R(t) can be written as the linear set
R(t) = ¢; + Idp using ¢; with ¢,(p~) := Wi(p,t) and c;(p*) := W(t,p) for all
p € P. The reachability relation for the concatenation of two firing sequences
is described by R(wjwz) = R(wi)opR(wy) with 0p := 0p and the iteration
is done by Xp = K p- We define the reachability relation of the Petri net
N as R(N) := R(T*) := Xp(R(T)). The reachability problem formulates as
(my; + m}) € R(N).

Corollary 2.1 There is a firing sequence w € T with mo[w)m, in N if and
only if
mg opR(N)opm, = (mg +mf)op+up-R(N) = {0}.

(If there is no w € T* with me[w)m,, we have (my + m})op+ p-R(N) =0.)



Example:
Consider the following Petri net N with t1 9 @
R(t1) = {py = Lpf = 2} +dp,

R(ty) = {p; — 3,p; — 2} +Idp, 3
- o+ - o+

and thus, R(T') = {[pf 1 } , [pé P2 } }

Let furthermore mg = {p; — 1,py — 1} @ 2 to

and m, = {p; — 1,ps — 2}.
By concatenating, we get for example A

R(tits) = R(t1)opR(ts) = [12, v 7 } 4 Idp and P2
2
R(titits) = [”; ,p22 , ] + Idp.

In this way we get (my; + m}) = [pf , p1;’p1f7 pﬂ 1 \
1
€ R(titatitits) = [Pl vy vl } +Idp C R(N). 2 R

17217217 2

By further concatenating and iterating, we get
R((t2)) = |77 | + [”{,”f]* + Idp,
R(tst)) = R(ts)opR(t) = [pg v } + Idp,
((tt)) = [75.74 | + [ 7] + 1,
R(totity) = [ L,
( =
(
(

=~

P 4 Tdp,
R((tat1t1)") [;ghm +Idp,
R((tit1ty)") :[5§}+[ } +Idp,
R((t tgtl)*)—[f, SN 12]+[p11+]*+1dp,

b

ps i) [pr pi] "

12223722 +1dp U

Py Py vy Py Py D3 Py Di i i ] " 1d

121 (2] 27 2 + 121|172 372 +1ldp U

py P py Py Py p3 pT Py Py Py py i Py Py py pf
33 (2292 (212121212132 |22y 121217 3]
— -+ - ot - ot + *

Py Py by Pp Py Py Py Py Pq Do



2.2 Petri nets with inhibitor arcs

An inhibitor arc from a place to a transition means that the transition can only
fire if no token is on that place. We describe such a Petri net as the 6-tuple
(P, T,W,I,mg,m,) with the places P, the transitions T, the weight function
W € NPXTUTXP “the inhibitor arcs I C P x T and, the start and end markings
mgy, m, € N”. We will denote an inhibitor arc in the pictures by ——e .

A transition ¢t € T can fire from a marking m € N¥ to a marking m’ € NF,
denoted by m[t)m’ if

m—W(,t)=m’'—W(t,.) e N and Vp € P (p,t) € I — m(p) = 0.

A firing sequence w = t;...t, € T* can fire from mg to m,, denoted by mg[w)m,,
if there exist intermediate markings my, ...m, 1 with mg[¢;)m[t5)...[t,)m,,.
The reachability problem for a Petri net (P, T, W, I, my, m,) is to decide, whether
there exists a w € T* with my[w)m.,.

In the following two lemmata, we restrict the cases for which we have to regard
the reachability problem. The aim of the first lemma is to make the reacha-

bility problem symmetric, that means the reachability problem is the same for
(P, T,W~1 I, m,my) with W= :={(x,y) | (y,z) € W}

Lemma 2.1 Fach Petri net (P,T,W,1,my,m.) can be changed in such a way
that the condition ¥p € Pt € T (p,t) € I — W(t,p) = 0 holds without changing
the inhibitor arcs or the reachability problem.

Proof: Consider a transition ¢ € T" such that there exists a p € P with (p,t) € 1
and W(t,p) = x > 0. This is depicted by

X
0 7

We add a new transition ¢ in 77 := T'U {#'} and two new places p’ and p” in
P := PU{p,p"}. Furthermore, we put an additional token on p” in the start-
marking m{, := mg + {p” — 1} and the end-marking m/ := m, + {p” — 1}. Set
W'(t',.) :=W(t,.) + {p” — 1} which means that all the arcs from the transition
t and an arc to p” are now arcs from the transition ¢. An arc from p” to t is then
added, which means W'(.,t) := W(.,t) + {p” — 1}. Set W'(¢,.) := W'(.,t') :=
{p/ — 1}, W(ta,.) = W(ts,.) +{p" — 1} and W'(.,t,) := W(.,t,) + {p" — 1}
for every t, € T'\ {t}.




t/ P

There will always be exactly one token on either p’ or p”. If t fires, then no token
is on p” and so t’ is the only transition which can fire. The firing of t#’ (together)
has the same effect on the net as the firing of ¢ before the change; hence, the
reachability problem remains the same. ]
A general aim of the decision algorithm explained below is to reduce the number
of places and transitions and, therefore, transfer the information to a structural
description. However, in the next lemma we do a step in the opposite direction
in order to make the description of the reachability relation easier.

Lemma 2.2 Fach Petri net (P,T,W,1,my,m.) can be changed in a way such
that the condition ¥p € Pt € T (p,t) € I — my(p) = m.(p) = 0 holds by chang-
ing neither the inhibitor arcs, the condition in Lemma 2.1 nor the reachability
problem.

Proof: We add two new transitions ¢ and ¢’ in 7" := T U {¢,t'}, and three new
places p, p' and p” in P’ := P U {p,p/,p"}. Set W'(t,.) := mgy + {p/ — 1},
W'(.,t) :=m.+ {p — 1}, W(.,t) :={p— 1}, W(t,.) = {p" — 1}, mj :=
{p — 1} and m/ := {p” — 1}. For every t, € T, we set W'(t,,.) := W(t,,.) +
{p/ — 1} and W'(.,t,) := W(.,t,) + {p' — 1}. This prevents a firing before ¢
and after ¢’. Therefore, t is the first and ¢’ is the last transition to fire, but they
can only fire once. Obviously, the reachability problem from the marking after
the firing of ¢ to the marking before the firing of ¢’ is the same as before. [ |

2.3 The reachability relation for Petri nets with one in-
hibitor arc

Let us consider a Petri-net N = (P, T, W, {(p1,1)},mg, m,) having the property
of lemmata 2.1 and 2.2. As in the case of no inhibitor arcs, we can describe
by R(N') = Kp(R(T'\ {1})) for the Petri net N’ = (P, T\ {1}, W |5 50555)
the reachability relation for firing sequences w € (T \ {t})*. The restriction
to those firing sequences starting and ending with markings without tokens on
p1 can be described by R(t,,(N)) := {r € R(N’) | r(p;) = r(p{) = 0}. In
R(N) := *p\{pl}(R(tpl(N’)) UR(?)) with R(#) = ¢; + Idp\(,,} We iterate these
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parts together with the alternative of using ¢. Generalizing Corollary 2.1 we get
the following:

Lemma 2.3 Given a Petri-net N = (P, T,W,{(p1, 1)}, mg, m,) with only one
inhibitor arc (py,t) having the property of lemmata 2.1 and 2.2, then there is a
firing sequence w € T with mo[w)m, if and only if

mg Op\ () R(N)Op\pym, = (my +mS)0py poy g0,y RIN) = {0}
(If there is no such w € T*, we have (my + mj)6P+UP_\{pl+’p;}R(N) =0.)

Proof: A firing sequence w € T* can be decomposed in minimal firing sequences
wy...wy = w having the property mg[w;)m;[ws)...[w)my with m; = m, such
that m;(p;) = 0 for all i < k.

Each w; is either equal to £ or in (7"\ {#})*. This holds since the occurrence of £
in a w; with |w;| > 1 would mean that, at that time during the firing of w;, there
is no token on p;, and thus, w; would not be minimal.

If w, € (T\ {t})* then m; , + m; € R(N’). Then from m; ,(p;) = 0 and
m,(p;) = 0 it follows that m; ; +m; € R(t, (N')). Otherwise, if w; = #, we
have m;_; + m; in R({).

Concatenating all with the operator X P\{p:} leads to my +m is in R(N), which
means (my + m})0p+ p-R(N) = {0}.

The other direction follows simply by composing firing sequences. |
Example:

) : by ——=— ts
Consider the Petri net N 3 2

) A 7
t
with the start marking {ps — 4, p3 — 2} and the end marking {ps — 4, p3 — 3}.

We have R(t7) = {p; — 1,p; — 3} +1dp, R(ts) = {p; — 2,p3 — 1} +1dp and
R(i) = {p; — 7,p§ — 5} + Idp (3. This yields

R(2) 20 W e - % ({[15.1] [5])) -

{[plg_’pg] : [p21_7p13+] : [pi;’plf’p%] : [pf_’plf,pg} ’ [pg7p;’p§] ’ [pg’pg]} + Idp

— + *
and R(t,, (N')) = R(N,)O{(p;,m),(pj,y)}{w} = {[pgz P } } + Idip, ps}-
We can cut the firing sequences in (t; + tg + £)* = ((t7 + tg)* + £)* into parts
in (t; + tg)* and f all starting and ending with no token on p;. This yields
R(N) := Ky, 0y (R{t, (V') UR(D))

{[pg s p; Py py D3 pﬂ [p; Py p?] [pg s p;] [p§ Py p;]
23 s 75 22240521415 |2 7233|7016 |

- = ot T = o oF - - o, +1)F
Py P3 P3 Py P3 P2 P3 b3 Py P3 Py P3 P2 P3 +1d
40228 || 521217 || 6243|2427 473 {p2,p3}-
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3 Nested Petri Nets as normal form for expres-
sions

From now on we use the variables ¢, T, N as expressions describing transitions,
sets of transitions and (sub-)nets. For an expression e, we will always define a
carrier set C(e) 2 {a | 3f € R(e),f(a) > 0}}. The function R was in the
previous section giving the reachability relation R(e) € N¢© for an e of the
form t, N or T. Now, we use R as the evaluation function for an expression
where the expression operators ES P, 0@, U and +, and the operator N will always
be defined on expressions such that they commute with R.

Let the expression for an elementary transition have the form t = L;, where L; is
an expression for the linear set Ly = R(L;) = ¢; + I'} described by a (constant)
multiset ¢; and a finite set of (period-) multisets [';. For example, in Sections 2.1
and 2.3, we have I'y = {{p™ — 1,p* — 1} | p € P} leading to I'; = Idp. We
have C(t) := C(L) := P~ UPtU{a | 3f € {;} UTy, f(a) > 0}.

Let the expression for sets of transitions be T' = t; U t5... U t; for expressions for
transitions ¢; € T for ¢ < [, and the expression for a sub-net with places Pr and
transitions 7' be N = X (T). Let C(N) := C(T) := User C(1).

Let the expression for a generalized transition have the form t = L0 4, Ky,
where L; again expresses a linear set, and K, is a set of sub-nets and inter-

preted as expression K; = Y N; where the C(1V;) are pairwise disjoint and
N,eK,

Ay = O(Ky) = Up,er, C(Vi).

We define C(t) := {a | If € {¢;} UT4,f(a) > 0} \ A;. This means that the
behavior of ¢ is mainly described by the linear set ¢, + I'¥ € NCWYA: byt it is
additionally controlled by the reachability in the sub-nets ;.

For example, the reachability question for a complete net in Corollary 2.1 and
Lemma 2.3 is formulated as the control by a (sub-)net in ¢ with R(¢) = (m; +
m#)6pip R(N) respectively R(t) = (mg +mH)0 pepms s ROV) in & way
that already has this normal form for expressions with ¢, = (m; + m;") and
Iy = 0. However, the behavior on the outside is trivial () or {@}) because
C(t) = 0 in this case. The same holds for (mg + mj)ép%r op; *pTg_l (Ty-1)
in Theorem 6.1. ’ ’

The decision algorithm in Section 4 will start with an expression of the form
T = {t} by keeping in mind that, according to Lemma 2.3, R(T) = R(t) = {0}
if there is a firing sequence w € T* with mg[w)m,. Otherwise R(T) = R(t) =0
if there is not.

An example for the general case is R(t,,(N')) := {r € R(N') | r(py) = r(p]) =
0} form Section 2.3. Here we need Lemma 3.1 to construct the expression
tipiy(N') of the desired normal form with R(t,, (N')) = R(tg,3(IN')). Again,
t, in Theorem 6.1 has the normal form for expressions.
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Lemma 3.1 Let N be an expression for a subnet. Then, we can construct an
equivalent expression for a transition t(N) with R(¢(N)) = R(N) and tp/(N)
with R(tp/(N)) ={m e R(N) |V¥p € P m(p~) = m(p") = 0}.

Proof: Define t(N) by cyn) = cpyvy) == 0, Tyvy == {{g— 1, ¢ — 1} | q €
C(N)} and Ky = {N} where N is the result of replacing all occurrences of
some ¢ € C(N) in N by ¢. This means that we make the C(N) disjoint to
C(HN)).

The restriction of places in P’ to 0 is done by I'; ,(v) := {m € I'yw) | ¥p €
P'm(p7) = m(p*) = 0}. u
Example (continued):

We identify t; = {p, — 1,p7 — 3} + Idg, popsts ts = {P1 — 2,95 — 1} +
Idis, popsy and £ = {p5 + 7,p5 + 5} + Idy,, ps3- This yields the expressions
T, =t; Utg and Ny = *{ﬁlaﬁ27ﬁ3}(T1>' On the next level, we get the generalized
transition t = t,, (N’)

- 5o = 5T + st + A1) -~
e+ {lr 7] [ x] [%] [ %)) Suraaran ™
which we visualize as / \

Ty =ty Ut and Ny = *{m,m} T5). On the top level, we get

_ — |p2 Pz Py P3| §
T3_t3_|:4727473:| {p2p3p2p3

}N27

which we visualize as follows:

~

- \
/

3
N
$
>

J
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3.1 The property 7

In order to decide the emptiness problem for expressions, we want to establish a
normal form 7", which corresponds to the condition © in [Kos84]:

Definition An expression T has the property 7 if Vi € T,VN; = *pTi (T;) € K,
the following conditions hold:

1. In recursive manner, 7} has

(a) the property 7, and
(b) For all ¢’ € T; it holds Vg € {cy } UT'y Jwg € C(t') g(wg) =1,
vg'e U {cv}Ulv\{g} g'(wg)=0.

t'eT;
This condition says that the number of times where g is used is exactly
the number of occurrence of the witness (place) wg.

2. Vg€ {c,} UL, Vp € Pr, g(p™) —ind(g)(p~) = g(p*) — ind(g)(p"), where
ind(g) := Z g(wg)g'
t'eT;,g e{cy Uy

describes the indirect effect of g using the property about the witness places
in Condition 1 in the recursion for 7;. This property says that g(wg)
is exactly the number of times that g’ is used. Thus, ind(g) contains a
quantitative information about the firing sequences which are allowed by g.
The condition says that (disregarding the real control by the sub-net N;)
the quantitative information is consistent with the expected control.

3. Vw € C(N;) \ (P£ UP;) % g(w) > 0. This condition says that each
’ " ogely

witness appears in a period and, thus, the use of each interior transition
and period is unlimited.

4. There are multisets 3m,, m_ € R(N;) with Vp € Pr,
m. [p_€ (c; + 1) [p- A(Vg€Ti g(p) =0) »my(p") >my(p7))A

m_|p: € (¢ +T7) p A((VB €T g(p") =0) »m_(p7) >m_(p")).

This condition says that there is a firing sequence in the sub-net NV; quanti-
tatively described by m . This firing sequence starts with a marking avail-
able by ¢; +I'; and increases all those places which cannot be increased by
ry.

5. ¢;|c@€ R(t). This condition says that transition ¢ can fire without the use
of one of its periods in I'.

14



Expression Carrier set

T) = N
r i T.1b CF iy
teT {c;}UT, CN —_ C(t) = Py UPS U{we,,wg, ...}
N, €K, T, R R SR A,
et ferUTw CN ™ | @) :‘ Py U P U {we,, ), ..}
Ap...

Figure 2: An overview over the expressions and their carrier sets.

In Section 4, we describe a decision algorithm which reduces expressions not
having the property 7 in every step. This leads to the following theorem:

Theorem 3.1 For every expression T, we can effectively construct a T' with
R(T) = R(T") such that T' has property T .

Corollary 3.1 The reachability problem for a Petri net with one inhibitor arc is
decidable.

Proof: According to Lemmata 2.3 and 3.1, we can construct an expression T’
where R(7) = {0} (and is not empty) if and only if there is a firing sequence w €
T* with my[w)m,. Then, we construct 7" according to Theorem 3.1. According
to Condition 5 of property 7, R(T) = R(7") is empty if and only if 7" = 0. =

Remark: Alternatively, instead of using Lemma 2.3, we can construct 7T for a
given net N = (P,T,W,{(p1,t)}, my, m,) directly by connecting three sub-nets
with a linear set in such a way that the first sub-net expresses firing sequences in
(T\{t})* starting with mg before the first firing of £, the second contains only one
transition which has a sub-net itself expressing firing sequences € (£(7\ {t})*)*
ending with markings without tokens on p; and the third sub-net expresses firing
sequences in (T \ {t})* ending with m,.

3.2 The size of an expression

To prove the termination of the algorithm in Section 4, we have to define an
ordering on a size S which is Noetherian and decreasing in every step of the
algorithm:

A list (tuple, respectively) is smaller than another if the first ¢ elements are equal
and the i + 1'th element is smaller (or not existing). A multiset m is smaller
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than a multiset m’ if there is an e with m(e) < m’(e) and m(e’) = m’(e’) for all
e’ > e. (Thus multisets may as well be interpreted as a descending ordered list
using lexicographic order.)

The smallest size is S(()). Accordingly, if T' = () then T trivially has the property
7.

The size S(T') = > {S(t) — 1} is a multiset of all sizes S(¢) with t € T". The

teT

size of t is S(t) := (S(K%), b, bs + |I'¢]). Here, b; = 0 if Condition 7 .i is fulfilled,

and b; = 1 otherwise. The size S(K;) = Y. {S(V;) — 1} of a set of nets is a
N,eK,
multiset of the sizes S(1V;) of the nets N; € K;. The size of a net is

S(Ni) = (sm +{|Pr| = 1}, S(T5), b, [C(N3)])

with s,, 1= max{s | 3g, f, b2, b),,e,8" s'((s,g, b}, f)) > 0,S(T;)((s', b2,¢)) > 0}.
In other words, the first component is a multiset in N which is obtained by taking
the maximal of such multisets of all first components in the size of a subnet of
one of the transitions in T; (respectively ) if none exists) and adding the current
number of places. The second component contains the recursion. The reason
for this complicated construction comes from Section 4.4 where the recursion-
depth increases but the size has to decrease. Furthermore, this causes S(NN;) to
be greater than the size of its occurring subnets. This is also necessary in parts
where the algorithm works recursively since it follows that S(Ky) < S(K;) for
all ¢’ contained one or more levels deeper in Kj.

Example (continued):

S(t7) = S(t8> = ((2)707 3)? S(T1> = {(97073) = 2}7

S(Nl) = <{3 = 1}7 {((0’073) = 2}7 176)7 S<t2) = ({S(Nl) = 1}7 174>’

S(Ty) = {S(ty) — 1,(0,0,2) — 1}, S(Ny) = ({3— 1,2 +— 1},5(T3), 1,4).

Lemma 3.2 The ordering on S defined above is Noetherian

Proof: As shown in [DM79], the set of descending ordered lists of elements of a
Noetherian ordered set is again Noetherian. The first components of the quadru-
ples S(NN) are descending lists of natural numbers and, thus, Noetherian.
Assume by contradiction that x is the smallest first component such that there
is an infinite descending sequence of quadruples

S(N) = (valabllanl)a <X7 y2,b,2,n2),

In all quadruples appearing in all lists in all triples appearing in any y;, the
first component must always be smaller than x and, therefore, their order must
be Noetherian. Thus, the lists which are the first components of the triples are
also ordered Noetherian. Since the other components are natural numbers, the
triples and the y;’s are also ordered Noetherian. Since the first component x
must remain constant, and the third and forth components are natural numbers,
we get a contradiction; thus, S(7) is Noetherian. ]
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3.3 Additional operators working on expressions

The following lemma is used to restrict the semilinear part in a transition ¢ as it
will be needed to establish the property 7.2

Lemma 3.3 Let t = L,04,K; be an expressions for a transition and L be (an
expression for) a semi linear set. Then, we can construct an expression T' = t|r,
(with R(T") = (R(L;) N R(L))04,R(K;)) where the occurring sizes S(t') with
t' €T can increase relatively to S(t) only in the last position in the triple.

Proof: Using Presburger arithmetic [GS65],[ES69], we can calculate for every
t € T the semi-linear set

l
LnL=:|]JL

j=1

resulting in finitely many linear sets L;, and define T’ := t|;, := {L;04,K; | j < 1}.
[

An Example is given in Subsection 4.2 where L; N L consists of only one linear

set and thus 7" consists of only one transition.

The following Lemma 3.4 and Lemma 3.1 allow us to bring every expression into

the normal form as nested Petri nets:

Lemma 3.4 Let T and T' be expressions for sets of transitions, and Q) be a
relation. Then, we can construct an expression T" = TogT" (with R(T") =
R(T)ogR(T")) where the occurring sizes S(t) can increase only in the last posi-
tion in the triple and sum up in the first position.

Proof: We may assume that |J A;, |J A: and m1(Q)Ums(Q) are pairwise disjoint
teT  tel’
(otherwise replace elements by copies). We define

T” = {LjaAtUAt/ (Kt + Kt’) t - T, t/ c T/,j S T 7LtoQLt’ = U LJ }
j=1

using Presburger arithmetics (since L;0gLy is semilinear see Subsection 1.1.3).
It holds R(T)ooR(T") = | R(t)ogR(t) =

teT,t' €T’
U ((LiSa,(R(N) + ...))0q(LySa, (R(N]) + ...))) =
teT,t' €T’ ) A

U ((R(M) + )81 Li0gLyS a, (R(NY) + ...)) =

teT ' €T’ A

U (LogLe)baoa, (R(N) + ... + R(N) + ...) = R(T")
teT t'eT"

since Ay, Ay and m1(Q) U mo(Q) are pairwise disjoint. (see Subsection 1.1.2.) =
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Examples are given in Subsections 4.3 and 4.4.

From this we can conclude some decidability result for the first order formulas
with PLUS and the monotone transitive closure mTC defined as follows:

Given a formula ¢(zq,..., 2, 2], ..., x}), then mTC(¢) denotes the smallest set
S C N?! containing all of the following:

o (71, ..., T, X1, ..., zp) for (x1,...,2) € N¥ (this stands for the identity),

Ty ooy Tpy T ooy ) fOr Oy, oy g, 2, oo ),

(
(

o (v1,...,xp, 2, ..., x)) for (xq, ..., zp, 2, ..., 2h), (2], ..., xh, 2], ...,z}) € S, and
(xy+ 2, o+, oy + 2, . 2 + 2f) for a (xq, ...,z 2], ..., x)) € S and
(2, ...,z}) € N,

Corollary 3.2 The emptiness and satisfiability is decidable for formulas with an

FO+PLUS-formula inside and A\,V,3 and mTC operators outside.

Proof: We can express linear sets by a t and, thus, semilinear sets by a T'. Now,
observe that the operators work on expressions of the form T as follows: We can
express A corresponding to N with o¢ (see Section 1.1.2) and apply Lemma 3.4.
For V this follows simply from 7" being already a union. The existential quantifier
is done by removing the element (thus, releasing the control from the outside) and
the operator mTC is done by using Lemma 3.1. Then we construct 7" according
to Theorem 3.1. According to Condition 5 of property 7, R(T") = R(7") is empty
if and only if 7" = (). [

4 The main algorithm establishing property 7

The idea of the algorithm is to reduce T" if one of the conditions is not fulfilled. For
Condition 2, Presburger arithmetics is used to transfer the implicit quantitative
restriction by the witness places to the explicit restriction of the transitions.
Condition 3 ensures that all quantitative controls are unlimited. Condition 4
ensures that all places are unlimited. A covering graph construction deciding
Condition 4 uses the algorithm recursively (like for Condition 1) for every step.
Here, the current marking of a node is being included as a restriction to the
semilinear set. Limited places are deleted at the cost of a larger structure. This
larger structure, however, contains parts which are generated by restricting parts.
This restriction might cause them to loose the property 7 reached by a previous
recursive step. However, as we will see because of their smaller size, the property
T can be established again and the whole algorithm will still terminate.
Proof:(of Theorem 3.1)

The expression 7" in the Theorem is computed by the following algorithm where
the details are explained in the subsections:
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function reacheq(7'):

begin
repeat
=1
while i<5 and Vi € T,VN € K, Condition 7 .i fulfilled

do i:=i+1 od
if i=6 then return 7'
else T:=T" for T" according to subsection 4.i fi
until i=6
end reacheq

in each step S(T") decreases (S(reacheq(T)) < S(T) it T # reacheq(T)); due to
Lemma 3.2 the algorithm terminates. [ |
The following table shows how the size S(¢) can change during the steps of Chap-
ter 4:

S()
S(N:)
S(t') for t' € T,
Sm + {|PT1| — ]_} S(Ky) b2 b5 + |Ft/’ blb ’O(NZ)| b2 b5 + |Ft’

11 : N
42 - - ; - - | 1
13 : T A I S
14 ! (L A R
45 ) - ) ; ; - |

4.1 Condition 1 Recursion and introducing witnesses

Let Condition 1 be not fulfilled by T;; let T} := reacheq(T;), which terminates by
induction since S(T;) < S(T).

For all t; € T} let G; be the set of all g € {c;,} UT', not having a witness. Add
witnesses{wg | g € G} to C(t;) := C(t;) U{wg | g € G;} by replacing each g
in G; by g’ :=g+ {wy — 1} in

"o /

Now, we set ' := LyG4, Ky with Ky = K, \ {N;} U{N/}, N/ = ¥, (10,
Ay = A UCN") and Ty == T, U {{w — 1} | w € C(N)\ C(N;)}, and let
T =T\ {t} U{t'}. Since R(T;) = R(T}") |c(z;), we have R(N;) = R(N/) |om);
thus, R(t) = R(#'); thus, R(T") = R(T").

Since S(t;) = S(t}) for all t; € T}, the size S(T}') = S(T}) remains unchanged.
The only increase was |C(N/")| > |C(N;)| but but we have either S(7)) = S(T}) <

lj € T,',aAt;. = Atj,th. = Ky,
Iy =Ty, \G;U{g | g€ G;\{c} and cy :=cy, if e, ¢ G; [~
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S(T;), or in case T = T;, we have now by, = 0. From that follows that S(N/) <
S(N;); thus, S(t') < S(t) and S(T") < S(T).

Example (continued):

Since the expression 77 does not fulfill Condition 1, we add the two witnesses
We,, and Wey, - For simplicity, we omit the witnesses for the periods for Idp in
the elementary transitions. So we replace t; and tg by t, = {p; — 1,pf —
3,wct,7 — 1} + Idp, p, 5, and tg = {p; — 2,}5; — 1’w°zé — 1} 4+ Idp, pyps-
This yields the expressions 7] = ¢, U t; and Ny = *{ﬁl,ﬁz,ﬁs}(T ). On the
next level, we get t), = (0 + {{p; — 1,p; — 1}, {p; — 1,p3 — 1}, {pg —
L,py — 1} {ps — 1,pf — 1},{wct,7 — 1}’{wcté — 1}}*),6{132_@??43;13;}]\7{/ for
the generalized transition and T} = t, U t.

The new sizes are now S(t;) = S(t3) = (0,0,3) = S(tz),

S(T7) ={(0,0,3) — 2} = S(T1),

S(NY) = {3+ 1},{(0,0,3) — 2},0,8) < S(N),

S(ty) = ({S(NY) = 1},1,6) < 5(ta),

S(Ty) = {S(ty) — 1,(0,0,2) — 1} < S(T3).

4.2 Condition 2 Quantitative consistency
Let Condition 2 be not fulfilled by 7;. The set L :=

{g e N | Vp e Upcx, Pr. glp™) —ind(g)(p™) = g(p*) — ind(g)(p*) }

on the carrier set C, = C(t)U |J C(1V;) is a Presburger set. Since R(t) C L|c
NiEK;

follows from the definition of R(¢) and the function ind, we can set 7" := T\

{t} Ut|; using Lemma 3.3. In other words, we have cut something away which

could not have been in R(T") anyway.

Since by is now 0 for each t; € ¢, and S(k,) remains the same as S(K),

according to Lemma 3.3, it holds S(7") < S(T).

Example (continued):
We see that ¢, does not fulfill Condition 2 when we look at the resulting equation

B0) —glite, Jou (57) —glwe, Jou (57) = 8(5") —8(we,, )iy (51) —g(we, Jog, (57)

for all p € P characterizing L. This is equivalent to the following three equations:
2g(we,, ) = 3g(we,, ), 8(P;) — &(we,) = 8(P3), &(5) = &(Ps) — 8(we, ) Their
solutions are described by the linear set Ly=LyNL=
oo [[P2 P2 ps D3] [ps B3 by B3] [Wey Weu by By by Py |\
1 Y 1 Y 1 Y 1 Y 1 ) 1 Y 1 Y 1 ) 2 Y 3 Y 2 ) 2 ) 3 Y 3

and yield t§ = th|;, = Lfgé{ﬁ;ﬁ;ﬁ;’ﬁ;}N{’ with S(t5) = ({S(NY) — 1},0,3) <
S(ty). Since Ty = t§ Ut fulfills the remaining properties, we can continue one
level higher.
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Adding the witnesses leads to Ly =

@+{[p1;7ﬁ1;’p12+’ﬁ12+’z§1} 7 [pf_’ﬁf_’p%“’ﬁ%’wlz} , [w?;,w?g’pg’ﬁg,péﬁg’zﬂ}*
(we omit the witness for ().) with S(¢5) = S(t5) = ({S(NY) — 1},0,3).
Defining Ty = #§' U# with S(T5") = S(T¥) and Ny’ = X 5 50 (T2") with
S(NY) = ({3 — 1,2+ 1},5(73"),0,8) < S(NY) = ({3+— 1,2 +— 1}, 5(73"),1,4)
we get

to= ([ 0T 120 120 155 1Y) 0wt s oy N8
Establishing Condition 2 leads to

5 q iy w3 Weyy
tg:([pj’pg’%’pg’;’ }_F{[ } [ }}> {p2p2p3p}N”/

4.3 Condition 3 Elimination of witnesses

Let Condition 3 be not fulfilled by witness w € C'(N;) \ (Pff U P;). This means
that we can replace N; by some expression 7' with R(T) = R(N;)0 1€t since
for all m € L;, we have m(w) = c¢;(w). Then, we can set

T":= T\ A{t} U (L [y Cancovy (Ko \ {Ni}))Ocmvnfuy T

which repaces the transition ¢ = L;0y4, I{t by all those sets of transitions which
result from using Lemma 3.4 (because T is not a net). This means that N; is
removed and the equivalent 7" is plugged in at the same range; thus, R(t) =

R(L:) [y Oanfu (R(E \ {N:}) + R(T)).
To create T' = | J T, we consider every possible combination v (including the order

of the summands) of ¢;(w) = Z gn(w) with g, € ¢;,, +{g € T,, | g(w) > 0}*,

gn(w) >0 and t,, € T; and bulld tr, with Ly = g, |{w} +{gel,, |glw) =0}
and K := K, . The expressions t’ describe the parts in which w was used. In

N =K, (T7) with T/ :=

{t/// | t// € 7—;‘, Cyr = Cyr, Kt”’ = Kﬂ/, Ct”(w) = 07 Ft’” = {g € Ft” | g(w) — 0}}7

we filter out everything which affects w; thus, C'(N]) = C(T}) = C(T;) \ {w}
and R(N}) = {m € R(Y;) | m(w) = 0}. Then, using Lemma 3.1, we construct
t(N}) which has now the property R(¢(V})) = {m € R(N;)|m(w) = 0}. Now,
we define

Try = t(Ni,)OPT_/tllOPT{t(N’L()OPT{t/QOPti"'OPT{tE»YOPT{t(N{)

2

again using Lemma 3.4.
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It holds S(Kv) < S(K;) for every new t' in T" because of S(N}) < S(XV;). This
in turn follows from |C(T})| = |C(T;)| — 1 and S(N) < S(&V;) for all N € K,
and m < [, for all .

It holds S(T") < S(T) since S(t') < S(t) for every t'.

’ﬁ], Vg eIy g(w) =0, K, = {K (v U

w p
27 475

w p= pt o ot
B} and ¢, = 1,700 | Ky = PR ()

Example: Consider ¢t with ¢, =

. e S S

Then ¢’ is defined such that ¢, = [p;f T I ], further-
pr pg| [p2 pf

more, |7, PPz P e Ty and

Kt = {*{po}(vo)a *{(Il}(ul)v *{p1}(vl)a *{qQ}(u2)7 *{pg}(UQ)}7 where Pi, 4i, Ui and
u; are replacements caused by disjointness condition in Lemma 3.4.

LOHOHOHOHE:

The variables x and y illustrate the effect of the periods in I'y which originate
from the (omitted) periods of ¢;.

4.4 Condition 4 Elimination of bounded places

Condition 4 is decidable by two covering graph constructions for every ¢ working
as follows: Every node in the covering graph CG; 1y (CG(; -), respectively ) has a

marking from (NU{w})™ ((NU {w})P;:i, respectively ). The root of the covering
graph C'G(; 1) has the marking c; \P;_ +wiP”Fecle(p™)>0}
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For a node in CG; ;) marked with m, we construct 7} with R(7}) = {g € R(T;) |
g |PT— < m} using Lemma 3.3 as T} := {t'[(ger,| g,_<m} | t' € T;}. This restricts
7 T,

the allowed multisets to those which are possible stafting with the limited marking
m. All Ky with ¢ € T} appear in the subnet N; in ¢ (unchanged by Lemma 3.3).
For all N' € Ky, we have S(N') < S(N;) since the first component in S(N;) is
{|Pr,| — 1} plus the maximum of everything one level deeper. Therefore, we
have S(Ky) < S(Ky) for all t' € T! and, thus, S(T}) < S(T). This allows us to
compute T} := reacheq(T) recursively.
For every t"” € T/, (since we know from Condition 7.5 that ¢, alone can fire),
we add a new node
m':=m —cy|p- +{p~ = (cr(p”) + w 3 g(")) | p € Pr}

y t,,
to the covering graph C'G(; 4y. According to Corollary 4.1, there is no limit for
the number of appearances of the multi-sets in 'y in firing sequences. This allows
us to label those places p~ with w where g(p™) > 0 for a g € Ty
If m" > m” for an m” on the path from the root to m, then we set m’ :=
m’ +w(m’ —m"). This is because we can lift the marking of those places p~ with
(m’ — m”)(p~) > 0 by repeating the firing sequence corresponding to the path
from m” to m’ arbitrarily many times.
If m" < m"” € Path(m’), then we need not calculate the successors of m’ since
we already had better chances at m”.
According to [Dicl3], there are only finite sets of incomparable multi-sets over a
finite set Pr.. It, therefore, follows that every path must terminate.

If for all i a node marked with w’™ is in CG i+ and, analogously, a node marked

+
with w7 is in CG i), then the Condition 4 is fulfilled. Otherwise, we can
calculate without loss of generality
k:= min  maxr min max m(p°)
oe{+,—} pathCCG; ) p€ Pr; mepath
This means that in every path in CG(; 4y or CG(; -y, there is a place p such that
on this path there are never more than k tokens on p~ or p* respectively.

Now, we can replace in 77 := T'\ {t}U |J U(p) the transition ¢ by all those sets
PEPT,

of transitions U(p), described in the following sub section, which are generated
by restricting ¢ in such a way that, in the subnet N, there can never be more
than k tokens on p.

In order to show that S(7") < S(T') we have to show that each S(t') < S(t) for

every t' in every U(p).

4.4.1 Elimination of places

As in the construction of a regular expression from a finite automaton having the
states 0, ...k, we define for all [, j, h < k an expression T]{;l describing correspond-
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ing firing sequences with the following property: They start with a marking m,
with my(p) = j, end with a marking m; with m;(p) = h, and meanwhile the num-
ber tokens on p is always less than [. This allows us to remove the place p since its
information is no longer necessary. Therefore, we have PTﬁl = P = Pr,\ {p}).

For an inductive definition, we start with the case of an immediate success where
there is no 'meanwhile’: This means

T = Tidg iy {{p™ = 4, p" — h}}

is constructed using Lemma 3.4. (We can write {{p~ — j,p" — h}} as {t;s}
with ¢, = {p~ +— j,p" = h} and I';,, = K, , = .) Recursively, we define

J.h
T = {HNTY = (K (T}
using Lemma 3.1. Then with Lemma 3.4, we construct

— -1
Tip = T0p. Ty, for h# 1

T}, = T]{l—lopﬁl}{l for j # 1, and
T}y = Tj op, Top, Ti U T, for h# UNG#1L.

Now we define

U(p) = (L7 ancmn (Ke \ {N:}))Oomvn i o1 Tos (- 0 (o)

using Lemma 3.4. We have S(N') < S(IV;) for every N' € Ky with t' €
Tft . because for the corresponding first components s’ and s; of the 4-
tuples, we have s'(|Pr.|) = si(|Pr,|) + k + 1 but s'(| Pr,|) = s:(|Pr;|) — 1 (It holds
|Pr.| = |Pr,| —1). Thus, S(t") < S(t) for every t" € U(p).

Example: Let t = (¢ + F*)ac(Ni)*{p}up(Ni) with c(p™) =1, N, =vUwUty,
C(N:) = {p~,p" YU P UP" and t; = (¢; + )0y g+1ue-uer Kgue(u) with
cj(p?t) =1, cj(¢7) =8 and c;(¢") = 9 look like
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and k£ = 1. Furthermore, we assume no other occurrence of p in any other
constant or period. This means that the firing sequences are restricted to the
regular expression ((wv*t;)+v)*wv*. This corresponds to T and 777 to consist
only of a copy of v, Tfol only of a copy of w and To_,11 only of a copy of ¢;.

We get Tg, = t(*p(T&&)), Ty = TigopTg,opTyy UTi; in the end every
new transition ¢’ in (c + I') |m Scni\ -ty T1o with Ty = T{,0pT7, =
t(*P(Tﬂl))OPT1T&OPT80 now looks like

4 )

N J

In Section 5, we will show that we can build up firing sequences which compensate
the 'odd’ firing sequences from condition 4, from the constant, and from the 'odd’
indirect firing sequences in order to find a ¢, fulfilling condition 5:

Lemma 4.1 If the conditions 1 - 4 hold for t, then it holds
vt € Z g+l Ve € (T,U—T,)*3k > 2 {(c; + kf) |cw), (¢t + kE + €) e } € R(t)
gely

The proof is in the following section. From this immediately follows:
Corollary 4.1 If the conditions 1 - 4 hold for t, then it holds

vt e Y g+ T3k > 2 (c;+ kf) [ce R(t)

gEFt

4.5 Condition 5 Making the constant firing

If Condition 5 is not fulfilled for ¢ then, according to Corollary 4.1, for f = >_ g,
gel

there exists a (smallest) k such that (¢ + kf) [c€ R(t). So we decompose L,
such that R(L;) = R(L; + k) U U U Rlei +jg+ (I \ {g})*). Set

gel j<k

T =T\ {t} U{t'| Ky =K,T},=T,Acy=c, +kf)}
U{t'|3j<kgel =01 \{g}) Acy =c:+jg)}.
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Since Conditions 1 and 2 are not affected, by and S(K}) do not change. The size
S(t') is smaller than S(t) since b5 is now zero respectively |I'\ {g}| < |I'|; thus,
it holds S(T") < S(T).

5 Building up compensating firing sequences

Proof:(of Lemma 4.1) Given f € > g+1I'j and e € (I': U —I';)*, we have to find

gely
a k > 2 such that {(c, + kf)[cq, (¢ + kf + €)|c@ } € R(t)
For an elementary transition ¢ with K; = ), we have R(t) = ¢, +I'; and the state-
ment is easily fulfilled by choosing a sufficiently large k£ compensating negative
components in e.
Induction step: For every N; € K;, we consider m,, m_ € R(N;) according to

Condition 7.4 and define d := —m,; — m_. For every N; € K, and for every
tj € T;', let
= Z f(wg)g, € = Z e(wg)g, h; = Z ci(wg)g, d Z d(wg)g
gEth gEth gEFtJ gGFt

Since, according to Condition 7.3, f(wg) > 0 for every g € I'y;, we have f; €

> g+ I’ . This means f; fulfills the condition for f one level deeper.
gEFt

By Condition 7.1 and by applying the lemma by induction, for sub-transitions
t; of t three times for e as e;, h; or d; and for f as f;, there exist kj, k), k7 > 2
with

(ct, + Kif5) o), (e, + Kify + €5) [ow,),

(ci, + Ki5) [, (e +kf +h)|0t), (1)

(o, + K1) e (e, + 1E; + dy) o € Rit,).

From Condition 7.4, it follows that there exists a sufficiently large h > 1 with

hf +e€ > g+1T7, such that for all i and j
gel"t

Vpe P, Ay(p) :=hi(p™) —m( m
A_(p) = htf(p*) + m_(p7) —m_

h = n;k; = nik; = n k7 for some n;, n}, n7,

L= gy, ) — 1) + () >0,
nj(Kif(we, ) — 1) + ci(we, ) >0 and (3)
nj(kjf(we, ) — 1) + d(we,;) >0
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Figure 3: The concatenation of 31+1 paths in V;.

since f(we,,) > 0. Now, according to Condition 7.5 and equation (1), we have

ind(hf) |cq,) = > hf(wg)glew)

ge{ctj }Uth
:n%(%%ﬁw%zﬂ%gywﬂ (4)
gEth

= 1y ((kif(we,) = Dy, + o1, + KiE) ) o€ R(L)"
The same holds (because of equation (3)) for

ind(hf +e)|cuy= > (M +e)(wg)glew,) =

ge{ctj}Uth
(nj((k:jf(wctj) — 1)Ctj + (Ctj + k?]fj)) + e(wctj)ctj + ej> |C(tj) = (5)
(ljctj + (le — 1)(Ctj + kjfj) + (Ctj + kjfj + e]‘)) |C(t]-) c R(t])*

Analogously, we have ind(hf + c;) [c«,)€ R(t;)* and ind(hf + d) |cq,) € R(t;)",
and by combining all transitions in 7; (like those in equations (4) and (5) ), we
get

ind(2hf + ;) |o(ry), ind(2hf + ¢, + €) |o(r), A € R(IV;).
for A := ind(hf) |c(r) +d. (It holds Vp € Pr, A (p) —A(p~) = A_(p) — A(p*).)
Now, we will show that for every § € ¢,+I'; with ind(8) |¢(r, € R(NV;), there exists

a sufficiently large [ > 0 such that there are m, € R(V;) for all 1 < p <30 +1
fulfilling the following conditions:
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It holds for all 1 < p <l andall p € Pr,

m,(p~) =8(p7)+{—p+DrE(ET)+ (k- 1A (p)
m,(p*) =pB(p7)+ (- phi(p”) + pA(p)
my(p7) =B ) +1AL(p)
my(pt) = B(p*) +1AL(p)
my g, (p7) =60")+ (1 —p+1)AL(p)+ (k—1)A(p)
my14,(p7) = 6B07) + (1= wA(p) + pA™(p)
my14,(p7) = B(p")+ U —p+1A(p)+ (p—1)rf(p")
my 14, (p") = B(") + (= wA_(p) + phf(p™).

Since, according to equation (2), A;(p) > 0 and hf(p~) > 0, it holds m, —m, €
Idp,, for a sufficiently large [. Together withm, € R(NV;), according to Condition
T 4, it follows that m, € m; +1Idp, C R(N;) for all 1 < i <[ and, analogously,
my 14, € M- + Idp, C R(NV;). Accordmg to Condition 7.2, it holds m;,; €
ind(B) |c(r,) +1dp,, C R(N;) and, analogously, my;14, € A +Idp, CR(N;).
Since m,(p*) =m,(p~) for all 1 <y < 3l and all p € Pr,, we can concatenate
all the m,,’s to one m € R(N;) with ind(8 + hf) |cr,)€ m + Idp, C R(N;) and
m|PT’iuP;:i: (8 + Lhf) |PT’iUP7in thus,

(8 + thf) |cw€ (e +I7)0a, Z R(N;) = R(?)

N, eKy

for Ay = Uy.ex, C(Ni). For k :=2h +1h and 3 = 2hf +c; or 3 =2hf + ¢, + e
we get (¢, + kf) |cw), (¢t + kf +e)|cw e R(1). ]

Example:
Consider a transition ¢, where K,
contains only the following sub-net:

t, —

()2
. - + - + - o+
This means ¢;, = [pQ e }, Ct, = [pl w2 Ps }, iy, = [lﬁ Py w3 Py pz} and

10101 20 101 9> 171777 3
Ky, = Ky, = K;; = 0. Let, furthermore, I'; = {g1, g} with

— w1 w2 P — |p2 w1 w2 w3 — |p3 w1 w3 p
gl_|:2a2717f:|7g2_|:1747171]7ct_|:17271a12]'

- - o
Comparing ind(c;) = [pl Pp B3 T WS P P2 } with ¢;, we can see that Condi-

902712271793
tion 7.2 is fulfilled, but c; does not provide enough tokens on p; to allow the
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firing of t3. We choose

— +
— — | Py w1 w2 w3 P
f_g1+g2_[§7672717§]7

m _P;w1w2p1+p;
+ — 133537217171 |>

py Py wi w2 p3

m_ =179y 1513

and h = 2 is large enough for A, = [pll,p;, pﬂ and A_ = [p11 P2 pﬂ. Looking
at

- - +
- _ p P- w1l w2 w3 P P-
6—Ct+2hf—[62, A 4 3 2 23] and

- = = + o+ o
3 __ |Py Py Py w1 w2 W3 Py Py Py
ind(5) = [35’14’ 30147 40 37350 97 4}
we can see that [ = 35 is sufficient. This also suffices for A = ind(hf)—m,—m_ =

py Py Py w1 we ws pf py pi
257 87 278727 279250 60 1 |°

This means for k = 2h 4 lh = 74 we get (¢; + 74(g1 + 92))|c) € R(2).

6 The reachability relation for Petri nets with
inhibitor arcs

Now, we generalize Lemma 2.3 by using the operators U, 0¢ and *Q over finite
sets of multisets in a nested way. This allows us to express the reachability
problem in a Petri net for which there exists an ordering of the places such that

a place has an inhibitor arc to all those transitions which have an inhibitor arc
from a preceding place:

Theorem 6.1 In a Petri-net (P, T,W, I, my, m,) with
Jge N Vp,p' e Pglp) <glp))— (VteT (pt) el — (pt) €l),

we can construct an expression T, such that there is a firing sequence w € T*
with my[w)m, if and only if R(T,) is (= {0} and) not empty.

With Theorem 3.1 we derive the following:

Corollary 6.1 The reachability problem for a Petri net (P, T, W, I, my, m,) with
Jge NI Vp,p' € Pglp) <gp)) — (vteT (1) € I — (p.t) € 1),

1s decidable.
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Proof: (of Theorem 6.1) Let the Petri-net again have the properties of lemmata
2.1 and 2.2. Let Pr, = {p | g(p) > h} be the places accessible on level h; this
level can only represent markings having no token on a place p with g(p) < h.
The innermost expression 77 is given by

Tv:={t|teT, Vpe P(p,t) ¢ 1}

describing transitions having no inhibitor arc. In general, the expression T}, on
level h > 1 is given by

Tp={t} U{t| teT,VpePglp)>h—(pt)gIA
Vp € Pg(p) <h—W(pt)=W(tp) =0}

with ¢, = tp\py, ({>|<pTh_1 (Th-1)}) in accordance with Lemma 3.1.
On the top level g = maz{g(p) | p € P} + 1, we have

Ty == {ty} := {(mg + m:)apffg,IUP:Fg,l *PTg,l(Tg—l)}'

Now, we have to show that Jw € T* mg[w)m, if and only if R(T,) # 0:

The firing sequence w can be decomposed in minimal firing sequences w;...w;
having the property mg[w;)m;[ws)...[w;)my = m, such that m;(p) = 0 for all
i <land p with g(p) <g— 1.

In a general induction step for h < g—1, we are given a firing sequence mg[w’)m..
It starts and ends with a marking without a token on a place p with g(p) < h.
However, intermediately there is always a token on a place p with g(p) < h in
the markings. This sequence w’ can be decomposed into minimal firing sequences
wy...w, having the property m{[w;)m][ws)...[w,)m) = m/ such that m}(p) = 0
for all @ < k and p with g(p) < h. Thus, for all 1 < i < k, there is a p with
g(p) = h and mj(p) > 0.

If w; =t; € T then W(p,t;) = W(t;,p) = 0 for all p with g(p) < h and (p,t;) & [
for all p with g(p) > h. Thus, t; € T}, with K;, = ); therefore,

m, " +m, ={p” —m| (p),p" — m(p)|pe P}eR(T).

(For h = 1, this is the only case, and this starts the induction.) Otherwise, by
minimality of w;, there is always a token on a place p with g(p) < h in the
intermediate markings. Thus, by induction over h, it holds

7

m_, +m" € R(Fp,  (Th1)) = Ritn) S R(Th)

as well. This means m},” +m." € R(K pr, (T)), which completes the induction.

On the top level, by concatenation of all m}_,~ +m/" € R(*PT571 (Ty—1)) for all
1 <1 < g, we analogously, get

(mgy +m7) € R(Kp,  (T,1)); thus, O € R(T}).

The other direction again follows simply by composing firing sequences. ]
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Example: The start marking {p3 — 3, ps — 2} and the end marking {p, — 27}
of the Petri net

le

2
X3
"
:

with the function g with g(p;) = 1, g(p2) = 2 and g(ps) = g(ps) = 3 leads to

le{{m 28 p?}’{pl ps D3 pi”jqdp.

Y

37271 1717271

This enables the firing sequence w = tgt7t7 from [pf, %4} to [T, p;} on the inner-

most level as |:p§’p§ : pg, pg] € R(*pT1 (T1)) = R(t2) € R(T3). Together with
[pg , pﬂ € R(T3) for ts, we get the firing sequence w’ = (w)(w)ts(w)ts(w)ts(w)ts

from [, 7] to [%, %] on the next level as [pg_ : p;*_,pg, pﬂ € R(*PT2 (Ty)) =

R(t3) € R(T3). Together with [pf_ : pg} € R(T3) for tg, this enables the firing se-
quence w” = to(w')ty from [p;’? p;] to [’2’;] on the following level as [pg_ , pg_ , 24:] €

R(*Kp,, (T3)) = R(ts) = R(Ty).

— ~
) // - N\
| ) | -

\3 ¥

2t¢7

15

lg

e
N UGHE &t

N /
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7 Priority-Multicounter-Automata

We define a priority-multicounter-automaton by a restrictive zero-test according
to an order of the counters in the following way: the first counter can be tested
for zero at any time; the second counter can only be tested for zero simulta-
neously with the first counter; any further counter can only be tested for zero
simultaneously with all preceding counters. Formally, this reads as follows:

A priority-multicounter-automaton is a one-way automaton described by the 6-
tuple

A= (k,Z,%,6, 2, F)

with the set of states Z, the input alphabet >, the transition relation
§C(Zx (BU{A}) x{0...k}) x (Z x {-=1,0,1}F),

initial state zp, the accepting states F C Z, the set of configurations C'y =
Z x ¥* x N*_ the initial configuration o4(z) = (2, ,0,...,0) and configuration
——

k
transition relation

(z,am,ny,...,ng) (2, 2,n0 4y, g+ dg)

if and only if z,2" € Z,a € S U{N}, ((2,a,)), (¢, i1, ...i)) €0, Vi < jn;=0.
The language recognized by an priority-multicounter-automaton A is L(A) =
{w] 3ze € £ Ing,...,n € N (20,w,0,...,0) 5 (ze, A\, n1,...,n%). A priority-
multicounter-automaton can be changed in such a way that it has only one ac-
cepting state z, and that all counters are empty while accepting. Thus, L(A) =
{w ] {z0,w,0,...,0) Fr (2, A,0,...,0) }.

Using Theorem 6.1, we show that the emptiness problem of the accepted language
is decidable for priority-multicounter-automata. The same holds for the halting
problem by constructing an automaton which contains its input in the states.

Theorem 7.1 The emptiness problem for priority-multicounter-automata is de-
cidable.

Proof: Given A we construct a Petri net (P,T,W, I, mg, m;) with the places
P :={1..k} U Z, the transitions 7" = 0, the weights W with
W(z,((2,a,7),(2",V))) :=11if 2 = 2’ else := 0;

W(((<,a,75),(z",V)),z) :=1if z = 2" else := 0;

Wi, ((2,a,7),(z",V))):=1if V(i) = —1 else := 0; and
W(((2,a,j),(z",V)),1):=1if V(i) =1 else := 0;

the inhibitor arcs I := {(i, ((¢/,a,7), (2", V))) | i < j}, the start marking mg :=
{z0 + 1}, and the end marking m; := {z. — 1} which is reachable from my if
and only if L(A) # 0. According to Corollary 3.1 with g(i) = ¢ for i < k and
g(z) =k + 1 for z € Z, this is decidable. ]
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Consequences of this result for the decidability of the synchronizability and max-
imality of semi-trace languages are formulated in [Rei94]. Further consequences
are described in [FFORO05]: Every unary language is recursive if it is gener-
ated by a graph-controlled grammar with an arbitrary number of nonterminal
symbols but only one of the nonterminal symbols being allowed to be used in
the appearance checking mode. Theorem 7.1 implies the optimality the results
in [FFORO5] proving the computational completeness of graph-controlled gram-
mars, programmed grammars, and matrix grammars with a certain nonterminal
complexity.

The classes k-PMC' of languages accepted by a priority-multicounter-automaton
with & > 0 counters (and also their union) are incomparable to the class LIN of
linear languages and it holds (k-1)-PMC C k-PMC. This is because

{a™ba™...ba™+1$a"1h...a"™ba™ | Vi < k+1n; e N} & k—PMC.

This can be shown by constructing 7' fulfilling property 7 and, then, by using
Lemma 4.1 to find two different words in the language where the automaton has
the same configuration reading $. With the same argument, this also holds for
the classes k-BLIND and k-PBLIND in [Gre78|. Furthermore, {(a"b)™ | n,m €
N} cannot be accepted by a priority-multicounter-automaton (Theorem 3.2 in
[Rei%4]).

8 Restricted Priority- Multipushdown- Automa-
ta

We define a priority-multipushdown-automaton by a different treatment of one
of the two pushdown symbols according to an order of the pushdown stores in
the following way: let the pushdown alphabet be {0,1}. A 0 can be pushed
to and popped from every pushdown store independently, but a 1 can only be
pushed to or popped from a pushdown store if all pushdown stores with a lower
order are empty. Furthermore, the restriction requires that if a 1 is popped from
a pushdown store, then a 1 cannot be pushed anymore to this store until it is
empty.

Theorem 8.1 The emptiness problem for restricted priority-multipushdown-au-
tomata 1s decidable.

This generalizes the result in [JKLP90] that LIN%D!" (the class of languages
generated by linear grammar and deletion of semi Dyck words) is recursive. We
conjecture that decidability still holds in the unrestricted case but, even in the
special case of a pushdown automaton with additional weak counters (without
zero-test), this is still an open problem.
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Appendix

A Alternative proof of Corollary 3.1

Alternatively, instead of using Lemmata 2.3, 2.1 and 2.2, we can construct T’
for a given net N = (P,T,W,{(p1,)}, my, m,) directly as follows: Let N’ :=
X p(T\ {£}) be the expression for firing sequences w € (T'\ {#})* and N’ be the
result of replacing all places like in the the proof of Lemma 3.1. No we construct
Ty := (cy + T3)04, N with

cg:= ¢; +{p" = ¢(p") | p € P} and
Iy:= {{pP—1,p°—1 | pe P\ {p},se{+ —}}

which expresses those firing sequences starting with ¢ and ending with markings
without tokens on p;. and analogously T, :=

(c + 5" = G?) [pe Ph+m) +{{i" = Ly~ = 1} [p € P\ {m}}os N

which expresses those firing sequences starting with ¢ and ending with m,. Using
Lemma 3.4 and other reformulations, we can construct

T :=mi0pN'0p\ () K p\ 1} (12)0p\ () T Um0 pN'0pm .

Then, we construct 7" according to Theorem 3.1. According to Condition 5 of
property 7, R(T) = R(T") is empty if and only if 7" = ().

B Alternative proof of Lemma 4.1

Definition An expression 7' has the property 7' if T' has the property 7 in
which Condition 7 .4 is replaced by the following Condition 7.4": Vp € (PT+ U

Pr) ¥ g(p) >0.
gel:

7

Remark: T .4’ and 7 .3 together mean Va € C(V;) ¥ g(a) > 0.

gels

Lemma B.1 If the conditions T.1 - T .4 hold for t, then we can construct a t'
with R(t") = R(t) such that conditions T.1 - T .4}’ hold for t' and the size only
increases in the last component.

Proof: 1t follows from Condition 7.4 that there exists a sufficiently large h € I'}
such that for all ¢

Vp€ Pr, d(p7):=h(p7)—mi(p7)+mi(pT) = 1A
d(p™) :==h(p")+m_(p7) —m_(p*) > 1 A
(. +h)(p7) >2my(p7) A (e +h)(pT) >m_(pF),



and, additionally, according to Condition 7.3,

Vw e C(N;) \ (P UP;) d(w) :=h(w) — my(w) —m_(w) > 1.
otherwise Va € C(t) d(a) := h(a)

Now, we can define ¢ with Ky = K}, ¢p = ¢; and 'y = I'; U {d}. Conditions 1
and 3 remain unchanged. Condition 2 still holds because for all p € Pr,

d(p~) —ind(d)(p”)
h(p™) —my(p7) + my(p*) — (ind(h)(p~) —ind(my)(p~) —ind(m_)(p~)) =
h(p~) —ind(h)(p~) + ind(m, )(p*) + ind(m ;Ep ;
)

h(p™) —ind(h)(p*) + ind(m)(p") + m_(p~) —m_(p") + ind(m_)(p*
d(p*) —ind(d)(p")

because the equation in Condition 2 was already fulfilled by h,m, and m_.
Condition 4’ holds according to the definition of d, and it holds R(t) C R(#)
since L; C Ly. So what remains is to show that R(#') C R(t):

Let m' = m +Id € Ly with m € L; and m’ ¢ € R(t'), then for every T; € K,
there are m, € R(XV;) for all 1 <y <20+ 1 such that for all p € Pr,

m,(p~) =m(p ; (Il =p+1Dh(p™)+ (u—1)d(p")

m,(p*) =m(p~)+ ([ - wh(p”) + pd(p7)
my 1 (p7) =m'(p”) =m(p~)+Id(p)
my i (pt) =m'(p*) = m(p*) + Id(p)
my 14, (p7) =m(p?) + (- p+1)d(p") + (x — 1)h(p™)

) +
my14,(p*Y) =mp*) + (I —p)d(p™) + ph(p™)

with ind(m') |, € myy1 + Idp,, my, € my + Idp, C R(V;) for all 1 < p <1,
and, analogously, ml+1+u € m_ + Idp, CR(V).

Since m,,(p*) = m,41(p~) for all 1 < p < 2] and all p € Pr,, we can concatenate
all the m,’s to ind(m + lh) |¢(r,)€ R(NV;) and, therefore, obtain m’ [¢)= m +
lh|c(t)€ R(?). [ |
From this construction, it also follows that, in the proof of Lemma 4.1, we can
choose an [ such that [f —h > f. We can then proof the lemma with f' = [f —h+d,
under the assumption that conditions 7.1 - 7.4’ hold, and obtain k& = k'l by
Kt o= K'f|cw).

Proof:(of Lemma 4.1) Given f € > g+ 1T} and e € (I, U —I'})* we have to find

gely
a k > 2 such that {(c, + kf)[cq, (¢ + kf +€)|cw } € R(t)
For an elementary transition ¢ with K; = (), we have R(t) = ¢;+I'; and the state-
ment is easily fulfilled by choosing a sufficiently large £ compensating negative
components in e.
Induction step: For every N; € K, and for every t; € T;, let

Z f(wg)g, € := Z e(wg)g and h;:= Z ci(wg)g.

gely; gel'y; gel;
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Since f(wg) > 0 for every g € I';, according to Condition 7.3, we have f; €

>~ g+ I} This means f; fulfills the condition for f one level deeper.
gEFf

When we use Condition 7.1 and apply the lemma by induction for sub-transitions
t; of t two times for e as ejorh; and for f as f;, we conclude that there exist
k: k' > 2 with

VREAY]

(ct; +EiE5) loqy), (co, + kify +e) o), (1)
(cr, + K1E) o )(ct+k;f+h)|c )€ R(t)-

There exists a sufficiently large h > 1 with hf +e € ) g+ I} such that, for all
gel

i and j, we have h = n;k; = n’k’ for some nj, n’,

lj =nj(kif(we,. ) —1)+e(we, ) >0and
Y (.. ’ (3)
W (e, ) — 1)+ el ) >0

since f (wctj) > (0. Now we have

ind(hf) [capy = > hf(wg)glew,)

ge{ey, JUly,
njkj (f(wctj )Ct;‘ + Z f(wg)g) |C(tj) (4)
gEth

= ((kf(we,)) = Doy, + (o1, + k) ) o € RIE)*

according to Condition 7.5 and equation (1). The same holds (because of equa-
tion (3)) for

ind(hf +e)|cq,)= Y. (hf +e)(wg)glew,) =

ge{ctj}Uth
(nj((kjf(thj) — ey, + (e, +hif) + elwe, )er, + ej) loey = (5)
(ljctj + (TLj — 1)(Ct]. + k?jfj) + (Ctj + k‘jfj + ej)) |C(tj) - R(tj)*.

*

Analogously, we have ind(hf + ¢;)[c(,)€ R(t;)* and, by combination of all tran-
sitions in 7; (like those in equations ( ) and (5) ), we get

md(hf |C(Ti)7 1nd(2hf + Ct) |C(Ti)7 1nd(2hf +c + e) |C(Ti)€ R(NZ)
Since for all p € (P U Pr) f(p) > 0, we can find a sufficiently large [ such that,
by concatenation of ind(2hf 4 ¢;) |o(r,) respectively ind(2hf + c; + e) |¢(r,) with
[ — 2 times ind(hf) |c(r,), we have (IRf + ¢;) |cw), (IRf + ¢, +€)|cpe R(t). =
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C Folding pushdown-stores into a nested Petri
net

Formally, a restricted priority-multipushdown-automaton is a one-way automaton
described by the 6-tuple

A= (k, 2,56, 2,E)

with the set of states Z = Z’ x {1, |}*, the input alphabet ¥, the transition
relation

§C(Zx (BU{A}) x{0...k} x {\,0,1}F) x (Z x {\,0,1}*),

initial state zp, the accepting states £ C Z, the set of configurations C'y =
Z x 3* x ({0,1}*)*, the initial configuration o (z) = (20, z,0*) and configuration
transition relation

(z,az,g1dy, ..., grdy) | (22,8101, ..., BRik)

if and only if z,2" € Z,a € XU{A}, ((2,a,7,d1, ..., dg), (2, i1, ...0)) €9,
z= (" a1,...,ap), 2 = (", d, ..., a}), a; =1 Va; =], and

Furthermore, the condition d; # 0 Ai; # 0 can be established by creating an
intermediate state and a smaller j in the second transition.

Proof:(of Theorem 8.1) Given A, which has without loss of generality, only one
accepting configuration with all push-down stores empty and ¥ = ), we add |Z’|
push-down stores playing the role of the states (Only one of them has a zero
and the others are empty.). This allows us to set Z = {1, |}*. Here, the end
state becomes the last push-down store and the start state the second last; thus,
without loss of generality the last 3 push-down stores never contain a 1. Then,
we construct a nested Petri net on 2k — 3 levels as follows:

Let P, :={p; | h < i <k} and P} := {p;,p, | h < i < k}. The innermost
expression 7y is

TO = {t | Kt = Ft = @ A 3((2, )\,O,dl, ...,dk), (Z,il, Zk)> SHWAY
Vi <k (cp) =1 d=0) A (c(p))=1ci;=0)}

(2

which corresponds to pushing and popping only zeros. The net Ny = S P, (Th) is
used twice in

t = t(NO)Oﬂpo*,pg’),(pg,p3’>} , ,
(t(No) oof{p; — Lpf = 1H{p] — 1,p; =1} 0<i<k>j}%)
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with @ :={(p~,p), (p*,p") | p € Po}. This corresponds to a sequence pushing
zeros on the first push-down store and a later sequence (on P}) popping the same
number of zeros from the first push-down store. In general, net Ny, = £ p, (Ton)
is used twice in top1 =

t(NQh) O{(p;,p;,)y(pgypf)}/ /
t(Nop)oo{{p; — LpH — 1Hp — 1,p; ' — 1} |h<i<kh<j<k}
Q A 1 (A (A

with @ :== {(p~,p7),(p",p") | p € P,}. This corresponds to a sequence pushing
zeros on the h + 1-st push-down store and a later sequence (on P}) popping the
same number of zeros from the first push-down store. This is used in T5,_1 :=

{tan-1} U

{t] K;=Ty=0A
(2, N\, hydy, ...y dy), (2,01, ...0,)) €0 A
(' A\ b d, . dy), (28 00)) €0 A
in=d, =1 A i =dy=AA
Vh <i<k(c(p;)=1<d;=0) A (c,(pj) =11, =0) A
Vh<i<k(c,(pf)y=1edi=0) A (c(p;)=1<14;=0)},

which corresponds to pushing (respectively later simulated on P}, popping) a one
on the h-th push-down store.

Sequences in the net Nop_1 = *p;hl(TQh_l) correspond to "folding” a pushing
and a popping sequence together where the sequence on P’ has reverse order. It
appears in

ton = t(Non—1)oo{{py — 1,pf" = 1H{p; = Lpj =1} | h<i <k}Y)

with Q@ = {(p™.p"), (", p"), (0", p™") | p € P,}. This matching of p; and
p;r/ corresponds to the moment where the h-th push-down store switches from
pushing to popping.

This is used in Ty, := {top} U

{ t | Kt == Ft - @ A
T2 A b+ 1dy, oo di), (21, k) €6 A
&= (ab "'7ah—17lua’h+17 "'70’16)72, - (a/17 "‘7a;1—17 T7ah+17 ...,CLk), A
Vh<i<k(c(p)=1<d=0) A (cfpf) =1<1i;=0)A

)

Vh <i <k (ci(pf)=1<di=0) A (ci(p;’) =1i;=0)}

which allows concatenating with the O-test of the h-th push-down store in the
net Noj = *ph (T2,). On the top level 2k — 4, we have To,_y := {tor_4} with

tok—a = {pr_, — 1,pj — 1}0gNoy_s5
with @ := {(p~,p7), ", p") | p € P }.
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Now, if we have a sequence w € ¢* of transitions of A leading from the start
configuration to an end configuration, then 1’s are only pushed or popped from
the first k¥ — 3 push-down stores. We have to show that {p, , — 1,p{ — 1} €
R(Nyj_5) in order to obtain R(Ta,_4) = {0}.

By induction over h, we consider w € {{(z, A, 7,dy, ..., dy), (2,41, ...i)) € 6 | j <
h}* to be a sequence of transitions of A such that,

e in the corresponding sequence of configurations 1’s are only pushed or
popped from the first A push-down stores and

e they are empty in the first and the last configuration.

In this case, according to the definition, the direction of a; cannot be changed
from | to 7. Thus, w can be decomposed into vt vsts...VW,y,...S0Was1W = W
such that ¢; (s1, respectively) with ¢ < n is a transition in § with j = h and
i; =1 (d;j = 1, respectively); and the v; and w; are sequences of transitions in ¢*
where no 1 is pushed or popped to the h’th push-down store.

Each of the v; or w; can be decomposed into minimal sequences w}tjwyts...w,, .
Here, each is starting and ending with the first A —1 push-down stores empty and
the t; are those transitions where the push-down store number h — 1 is switched
from popping to pushing; that means a; =1 Aa; =|. The w; now have the same
property as w with h :=h — 1.

For h = 0 a sequence w € {((z, \,0,dy, ...,dy), (2/, i1, ...ix)) € 6}* corresponds to
an element in R(Ny).

By induction, we assume that, for every w}, we have a corresponding element in
R(Ny,—1) and, thus, in R(t2p,). Furthermore, for every t;, we have a corresponding
element in R(73y,). Thus, for every v; and w;, we have corresponding elements in
R(Ny;,) which, together, yield a corresponding element in R(t2,11). Furthermore,
for every pair t;, s;, we have a corresponding element in R(75.1). Thus, for w,
we have a corresponding path in R(Ny,41). This completes the induction.

In the other direction, if R(T5;_4) # (), composing the corresponding transitions
in the appropriate way leads from the start to the end configuration. [ |
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D Definitions pure

£(b1)

f(b
Multisets: {b+ f(b) | be B} = [ b fféb] - (2): e N2,

£(bn)

Restriction: f|s:={b— f(b) |be A} flp={b—f(b)|b¢g A} see page 4.
Star for a set M of multisets: MY := {#}, M"™' := M’ + M and M* := | J, M".

NOQM::{| +m|W(Q)‘n€NmeMV(ab)eQn() m(b)}.

Oa = Of(a.0)laca)
Identity: Idg := {{a+— 1,b— 1} | (a,b) € Q}*.

For @ with m1(Q) and m5(Q) disjoint, we define *OQ(M) = Idg, *HI(M) =

* o (M)oo(M + Idg) and K o(M) = |, K (M) see page 4.

Semilinear sets see Subsection 1.1.3

Petri net: N = (P, T,W) with W € NP>XTUTxFP,

Firing: m[t)m/, if m — W(.,¢t) =m’ — W(t,.) € N”.

Firing sequence my|w)m,,, if my,...m,_; exist with mg[t;)m [t2)...[t,)m,.
Copies: P*:={p* [pe P}, P~ :={p” [p€ P}, m™ :={p” —m(p) [p€ P}
and m* := {p* — m(p) | p € P}.

Reachability relation for & R(f) := {m~ 4+ m'"|m[t)m’'} = ¢, + Idp with
ci(p”) == W(p,t) and c,(pT) := W(t,p) for all p € P, Idp := Idp and P :=
{(".p7) |pe P}

Reachability relation for 7: R(T") := |J R(t). concatenation: 0p := 0p.
teT

Reachability relation for N: R(N) := R(T*) := X p(R(T)) with X := X .
Reachability problem: (m; +m}) € R(N)? see page 7.

Petri nets with inhibitor arcs: (P, T,W,I,my, m,) with W & NPXTUIXP and
ICPxT.

Firing: m[t)m’, if m — W(.,t) = m’ — W(t,.) € N' and Vp € P (p,t) € [ —
m(p) = 0. see page 9.

R(1,, (V) i= {r € RON') | v(py) = 1(p) = O, RN) 1= K pr g (Rt (V) U
R(t)) see page 10.

Expressions Ly, t, T, N, K; and their carrier sets C'(e), [y, Pr, A; see page 12.
t(N), tp/(N) see proof of Lemma 3.1.
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An expression T has the property 7 if V¢ € T,VN; = X pr, (Ti) € K, the following
conditions hold:

1. In recursive manner, 7} has

(a) the property 7, and
(b) For all ¢ € T; it holds Vg € {cy } ULy Jwg € C(t') g(wg) =1,
vg'e U {ev} UTw\ {g} g'(wg) =0.

t'eT;

2. Vg € {c;} UTy, Vp € Pr, g(p™) —ind(g)(p~) = g(p*) — ind(g)(p™), where

ind(g) = > glwy)g

t'eT; 7g’E{Ct/ }uFt/

3. Ywe C(N;)\ (P UP;) ¥ g(w)>0.

gEFt

4. There are multisets Im, m_ € R(N;) with Vp € Pr,
m [p€ (¢ +17)[p. AM(Vg €Th g(p7) = 0) — my(p™) > my(p7))A
m_|p: € (¢ +17)[pr AM(Vg €Ty g(p™) =0) = m_(p7) >m_(p")).

5. Cy |C(t)€ R(t)

See page 14 and Figure 2.

Order for multisets: Section 3.2 Size of an expression S(7') = > {S(t) — 1},
teT

S(t) := (S(Ky), bz, bs + |Is]), b; = 0 if Condition 7 .7 is fulfilled, and b; = 1 other-

wise. S(K;) = > {S(N;) = 1}, S(N) := (sm+{|Pr| — 1}, S(T5), bus, |C(N:)])
N,eK,

with sp, := max{s [ 3g, f, by, by, €, 8" 8'((s, 8, b3y, f)) > 0, S(T;)((s', b2, €)) > 0}

t| see proof of Lemma 3.3, TogT" see proof of Lemma 3.4.

Monotone transitive closure mTC(¢) see page 18.
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